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Abstract

Prices across di¤erent parts of the economy diverge as nations become wealthier. In this

paper we consider what we can learn about the mechanisms underlying price divergence by

analyzing disaggregate data. We consider both an expenditure decomposition of the economy,

based on personal consumption expenditure items, as well as a value-added decomposition,

based on individual industries. Our analysis reveals patterns in prices and resource allocation

that are hidden under the three-sector decompositions that are commonly used in the extant

literature. The expenditure decomposition reveals a negative relationship between price and

real expenditure growth over the long run, suggesting that preferences play only a small role - if

any - in explaining structural transformation in the economy. The value-added decomposition

reveals that long run growth in output prices is closely associated with changes in both the

labor share of income and real output, indicating that heterogeneities in labor substitutability

together with technological change play key roles in explaining structural transformation in the

economy.

Keywords: price divergence, in�ation divergence, structural transformation, labor share, log t

regression.
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1 Introduction

The reallocation of resources across broad sectors of the economy is one of the salient features of

economic growth (Kuznets, 1966). Production-based theories of this so-called structural transfor-

mation emphasize the role of relative prices across di¤erent sectors of the economy in the reallocation

process (examples include Baumol, 1967; and Ngai and Pissarides, 2007, henceforth �NP�). Rela-

tive prices and employment levels fall in sectors of the economy that experience the largest gains in

productivity. The associated analyses are typically based on decomposing the economy into a few

broad aggregate sectors, such as agriculture, manufacturing and services (NP; Herrendorf, Roger-

son and Valentinyi, 2013; Herrendorf, Herrington and Valentinyi, 2014) or goods and services when

using a �nal expenditure decomposition of the economy (Kravis, Heston, and Summers, 1983).

There are good reasons to question whether these broad sectoral decompositions are appro-

priate when tackling questions of price divergence and the mechanisms driving broader structural

transformation in the economy. The di¤erences in productivity between sectors are relatively small

(Baumol et al., 1985; Fixler and Siegel, 1999; Triplett and Bosworth, 2006), while there can be large

di¤erences in industry-level productivity within sectors (Wöl�, 2003; 2005). In addition, sectoral

decompositions o¤er little insight when studying developed economies because the service sector

typically dominates the economy (Jorgenson and Timmer, 2011; Duarte and Restuccia, 2012; also

see Herrendorf and Valentinyi, 2011).

In this paper we consider what we can learn about relative price divergence by analyzing

disaggregate data. Disaggregate data often reveal patterns that are concealed in broad sectoral

aggregates, and these may be useful when evaluating di¤erent explanations of structural transfor-

mation. We take an empirically-driven approach to this task. We �rst characterize broad trends in

the disaggregate data. We consider both the �nal expenditure side of the economy - by decompos-

ing personal consumption expenditure into contistuent items - and the production (or value-added)

decomposition of the economy - by utilizing the Jorgenson (2007) industry dataset (35 industries

over 1960 to 2005).

We then build a model of structural transformation that yields predictions that are con-

sistent with the observed trends in relative prices and other key variables. Heterogeneities in

industry-level labor substitutability and technological growth (TFP) are both necessary to under-

stand the observed patterns. While di¤erences in technological progress across sectors are common

in models of structural transformation (Baumol, 1967; NP), input substitutability has not received

substantial attention in the extant literature (a recent exception is Alvarez-Cuadardo, Van Long

and Poschke, 2014, henceforth �ACVLP�). Heterogeneity in input substitutabilities are required

because of the clear role of labor share (i.e. the share of value-added going to labor) in the industry
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level data. There are large di¤erences in long term trends in labor share across industries. Yet

di¤erences in labor substitutability alone are insu¢ cient to explain what is going on. We also

require the more conventional explanations such as heterogeneity in industry-level technology in

order to explain the divergence in output between di¤erent industries. Our favored model thus has

elements of both the production-based explanations of Baumol (1967) and NP as well as the input

substitutability explanations of ACVLP.

Our empirics rely on comparatively large datasets. Our �nal expenditure decomposition is

based on 69 PCE items over 1933 to 2012, while our value-added decomposition is based on 35

industries over 1960 to 2005. One drawback of this approach compared to the conventional two

or three sector analyses is that it is di¢ cult to succinctly characterize key trends in a large cross

section of data over time. To overcome this problem when analyzing the disaggregate data we

rely on the econometric tests of divergence and models of convergence developed by Phillips and

Sul (2007, hereafter �PS�). In contrast to other common convergence tests and models, the PS

methods are speci�cally built for datasets with a large cross section of data.

Our empirical analysis reveals key patterns in prices and other key variables (such as real

expenditure, output, employment, and labor share) which are obfuscated when working with the

conventional three-sector decomposition of the economy. First, relative prices within the conven-

tional sectors of the economy are diverging. This result re�ects the fact that some services have

experienced very low rates of in�ation, while some goods and manufacturing industries have ex-

perienced very high rates of in�ation. Using econometric tests for convergence we look for similar

trends in prices. Many of the low-in�ation services appear to be capital intensive industries (e.g.:

air transportation; telecommunication services), while many of the high-in�ation goods are either

labor-intensive (e.g.: educational books) or are natural resources subject to high marginal costs

(gasoline). Similar patterns are found when we turn to analyzing prices on the value-added de-

composition of the economy. This �nding is particularly challenging for three-sector models of

structural transformation since industries within each sector are assumed to have the same produc-

tion function, and thereby exhibit similar patterns in prices.

Second, in our �nal expenditure decomposition of the economy, long term price growth and

real expenditure growth are negatively correlated: Households have in general been consuming more

of low in�ation items. This �nding contrasts with what we observe based on sectors: Consumers

have been consuming more of the high in�ation services sector. The �nding favors that production-

based theories of structural transformation over the preference-base theories (see, e.g., Kongsamut,

Rebelo, Xie, 2001).

Third, in our value-added decomposition of the economy, we show that industry level shares

of employment, output, capital and labor income are diverging within the conventional sectors of
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the economy. This �nding further corroborates the need to use disaggregate data when modelling

price divergence and structural transformation.

We then build a model of structural transformation to rationalize these �ndings. Our �nd-

ings favor production-based explanations of structural transformation in both the �nal expenditure

and value-added decomposition of the economy. Extant production-based models of structural

transformation tend to focus on a single source of heterogeneity between sectors. NP use on

heterogeneity in sector-speci�c technological progress; Acemoglu and Guirerra (2008, henceforth

�AG�) rely on sectoral heterogeneity in input shares; while more recently ACVLP rely on sectoral

heterogeneity in labor substitutability. We argue that features of all these models are necessary to

explain the broad trends in the data. Most importantly, we require heterogeneity in industry labor

substitutability in order to explain the observed divergence in labor share between industries. Even

if technology is neutral across industries, the labor inputs become relatively more expensive as tech-

nology increases. With a change in the relative price of inputs, industries change their input ratios.

In industries where labor and capital inputs are substitutes, the capital inputs displace workers.

Conversely, in industries where labor and capital are complements, relatively less capital is hired.

This simple model generates the price, output and - most importantly - labor share divergence

observed in the data: An industry with greater substitutability can reduce the cost of production

more e¤ectively through a reduction in labor-capital ratio and hence the labor share. This implies

that the industries with greater input substitutability tend to have lower in�ation rate, and the

change in labor share is tightly related to the in�ation rate in an industry.

The rest of the paper is organized as follows. In section 2 we present an overview of the

empirical tools we use to summarize key trends in large datasets. Section 3 details our empirical

results. In section 4 we present a structural transformation model to rationalize these �ndings.

Section �ve concludes.

2 Econometrics for Long Run Growth Dynamics in Large Datasets

Conventional approaches to documenting structural transformation summarize key trends in prices,

employment and output share in various sectors of the economy. Given the large amount of data

we consider we must use other methods to summarize key trends in the data. In this section, we

review the econometric techniques we use to examine the structural transformation.

We use the divergence tests, convergence and clustering algorithms of Phillips and Sul (2007)

to identify common trends in a large cross section of a single time series variable (such as prices

across disaggregate �nal expenditure categories). However, in order to identify commonalities across

a large cross section of di¤erent variables (such as the correlation between prices and expenditures
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across �nal expenditure categories), we will rely on regression techniques. We discuss each tool

below.

2.1 Tests for Relative Convergence

Let zit denote a time series index i at time t: We adopt the approach of Phillips and Sul (2007) for

testing for divergence in a large cross section of time series.

2.1.1 Relative Convergence

Following PS we work with the following de�nition of convergence of time series zit and zjt:

lim
t!1

zit
zjt

= lim
t!1

bit
bjt
= 1 if bi = bj : (1)

Although (1) resembles an absolute convergence condition, when applied to time-series indexes it is

in fact a form of relative convergence. Time series indexes re�ect di¤erences in an underlying time

series at di¤erent points in time. They do not tell you about the overall level of that underlying

time series, and thus we cannot use the indexes to make comparisons of the level across di¤erent

underlying time series. When (1) does not hold, the times series are diverging.

The de�nition of convergence given in (1) is a more stringent condition than other common

de�nitions of convergence. Under �-convegrence, if the dispersion among fzitgni=1 increases (de-
creases), then fzitgni=1 satisfy ��divergence (��convergence). In some cases time series can satisfy
��convergence but not (1). To see this, consider the following simple example.

zit = ait
� + eit; eit � iid

�
0; �2

�
:

Evidently zit diverges regardless of the value of �: However if � < 0; the cross sectional variance is

decreasing over time, and thus ��covergence holds.
In order to test for convergence we use the PS convergence test and clustering algorithm.

For instructive purposes we brie�y review the method. The PS model is based on the following

simple nonlinear model

zit = bit�t; (2)

where �t is the common deterministic or stochastic trend component. The time varying factor

loading bit can be interpreted as transition path to a common trend �t: This time-varying behavior

is modeled as

bit = bi + �itL (t)�1 t��i ; for �it � iid
�
0; �2i

�
(3)

where L (t) is a function of t that is slowly varying at in�nity (e.g. logt). When �i � 0; zit ! bi�t

as t ! 1. When bi = 1 and �i � 0 for all i; zit ! �t as t ! 1: The dynamics of individual
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series are dependent on the time varying factor loadings, bit: Individual series, zit, converge to �t if

bi = b = 1 and �i � 0 for all i: Meanwhile if either bi 6= b or �i < 0 for any i; yit diverge over time.
The PS method provides a good method for analyzing structural transformation in a large

dataset with many potential time series. Under conventional sectoral decompositions of the econ-

omy, individual �rms within each sector are represented by a representative �rm. The underlying

idea being that �rms within each sector are broadly subject to the same production functions and

trends in technology so that the representative �rm assumption is an accurate approximation. In

a disaggregated dataset this would imply that industries within the same sector would experience

common trends in prices, output, and employment. We would expect there to be convergence in

these variables when grouped by sector. For example, under heterogeneity of technology but the

homogeneous production function, real output in the ith sector can be written as

Yit = AitF (Lit;Kit) = AitFit: (4)

where Ait is the heterogeneous technology, Lit is the labor input, Kit is the capital input, and Fi

is a heterogeneous production function. Without loss of generality, de�ne the overall technology

across sectors as the geometric mean of Ait: That is,

At =
NY
i=1

A
1
N
it ;

where N is the total number of sectors and ait is the time varying weight parameter for the ith

sector relative to At which satis�es Ait = A
�it
t :1 Then we have

lnYit =

�
ait +

lnFit
lnAt

�
lnAt:

Hence bit = ait + lnFit= lnAt and �t = lnAt: If ait ! ai; meaning that technology in each industry

i follows a di¤erent growth path, lnYit diverges as t!1:
Since the common factor is not observable, PS use the so-called �relative transition�para-

meter, de�ned as

hit =
zit

N�1PN
i=1 zit

=
bit

N�1PN
i=1 bit

:

In contrast to the simple cross sectional variance of zit, the cross sectional variance of hit is free

from the unobserved common factor �t: For example, the relative transition of the log real output

under heterogeneous technology but homogeneous production function in (4) becomes

hit =
ait

N�1PN
i=1 ait

+ op (1) ;

1By construction
PN

i=1 ait = N:
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where the op (1) term includes the lnFt= lnAt term which goes to zero in probability as t ! 1:
Hence the relative transition approximates long run trends in heterogeneous technology (in this

example (4)). In the empirical section we will rely on this �nding to use long run growth in real

output to approximate long run growth in unobserved technology.

PS use the following �logt�regression to test the null hypothesis of the overall convergence

for all individuals.

log
H1
Ht

� 2log(logt) = a+ �logt+ ut; for t = rT; rT + 1; � � � ; T; (5)

where

Ht := N
�1
XN

i=1
(hit � 1)2; (6)

and 0 < r < 1: Several points regarding the properties of the log t regression model (5) are worth

pointing out. First, under the null of convergence, the expected estimate of �̂ must be equal to

or greater than zero. Second, the second term in the left hand side in (5), which is �2 log(log t),
acts as a penalty function. Third, an HAC estimator for the covariance should be used since the

regression errors are serially correlated. Finally, only (1� r) fraction of the sample is used for the
regression. PS recommend setting r = 0:3: The regressor in the logt regression is deterministic so

that the power of the test is dependent both on N and T:

Throughout the paper, for indexed panel data we use the following long di¤erenced series

to avoid the base year problem.

z�it = ln (Zit=Zi1) :

Contrast to the relative level convergence, the relative long di¤erenced convergence implies that

the long run average of the growth rates of z�it becomes identical in the long run. To see this, we

assume that z�it relatively converges to z
�
jt: Then

lim
t!1

z�it
z�jt

= lim
t!1

zit � zi1
zjt � zj1

= lim
t!1

(zit � zi1) = (t� 1)
(zjt � zj1) = (t� 1)

= 1:

Note that (zit � zi1) = (t� 1) becomes the average growth rate of zit: Since the relative convergence
among the long di¤erenced series implies that the long run growth trajectories are the same, we will

use this measure to evaluate whether or not a panel of time series shares the same growth pattern.

One drawback of the PS test is that it requires all time series to be either positive or

negative. For indexed panel data, some series are negative for a particular time t so that Ht

suddenly increases since the cross sectional average of z�it under estimates their true mean. Adding

a constant number leads to introduce an additional penalty function in the logt regression in (5)

so that the null is more often rejected even when the null is true. In practice we will discard any

time series if it has some negative numbers.
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2.1.2 Sub-Convergence and Clustering Method

The alternative hypothesis is divergence within the set of individual time series. We can permit,

however, sub-convergent clubs under the alternative hypothesis: Within a club, members are con-

verging. That is, as t ! 1; some of zit can converge each other with a club, but diverge across
clubs. For example, if there are two convergent clubs and one divergent group, then we can express

them as

zit !

8>><>>:
b1�t if i 2 C1
b2�t if i 2 C2
bi�t if i =2 C1 and i =2 C2

:

To identify potential club convergence within the group of individuals, PS propose a cluster-

ing method based on the last observation ordering. If some of zit converges to a stochastic common

factor, the last observations within a club must be similar each other as t ! 1: By running the
logt regression repeatedly with members of which the last observations are similar, PS suggest to

select a few core members, which converge each other. Once the core members are selected, the rest

of members are selected from the rest of non-core members by examining whether or not inclusion

of each non-core member into the core members leads to the convergence. PS showed that their

clustering method is consistently selecting the true members asymptotically as T ! 1 regardless

of the size of N .

By utilizing PS�clustering method, we can examine whether or not the traditional product

category approach is well representing the structural changes. The growth theories predict that the

prices of services items or sectors are growing faster than the prices of the other sectors. If so, overall

prices must diverge and more importantly, the prices in the services sectors should converge. We

will show that this is not the case, and the club clustering results show somewhat di¤erent result.

Later we will show but the prices diverge but form several sub-convergence clubs. Within

a club, however, other key macro variables do not converge in general. If the prices are function

of several variables, then it is not straightforward to �nd the source of the divergence and sub-

convergence. We will discuss this issue further.

2.1.3 Co-Divergence

Structural transformation models typically predict similar patterns in a cross section of variables.

For example, under production-based explanations we expect to see higher growth rates in prices

and employment levels in sectors that have the lowest increases in productivity. Analyzing these

common patterns across variables is thereby a method for validating a speci�c theory.

In this subsection we demonstrate that it is di¢ cult to rely solely on convergence and clus-
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tering methods when looking for these common trends across variables, particularly when several

mechanisms are driving structural transformation.

First we consider the possibility that the price divergence and sub-convergence is explained

by a single variable such as the heterogeneity of technology progress across sectors.

Case 1: Single Variable with Homogeneous Slope Coe¢ cients Let zit be an index of an

endogenous variable from a ST model. Suppose that the log price can be written as

pit = �zit: (7)

Without loss of generality, let pit = bp;it�pt and zit = bit�t: then we have

pit
pjt

=
bp;it
bp;jt

=
zit
zjt

=
bit
bjt

if �i = �:

If zit is relatively converging (bit ! b) as t!1; then

lim
t!1

pit
pjt

= lim
t!1

zit
zjt

=
b

b
= 1 if �i = �:

In this case, the price divergence and sub-convergence in pit is mirrored by the same patterns of

divergence of sub-convergence with zit:

Case 2: Single Variable with Heterogenous Slope Coe¢ cients Suppose that the slope

coe¢ cients are heterogeneous across sectors. Then we have

pit = �izit for some i: (8)

In this case, the convergence of zit is re�ected in divergence and sub-convergence of pit: That is,

lim
t!1

pit
pjt

= lim
t!1

�izit
�jzjt

=

(
�i=�j 6= 1 if �i 6= � for some i
1 if �i = �j for i; j 2 C1

:

If zit diverges, then the divergence and sub-convergence of zit may not be re�ected in the

divergence and sub-convergence of pit due to the heterogeneous �i: For example, assume that

lim
t!1

zit
zjt

=
bi
bj
:

Then it is possible that pit converges relatively if �i = 1=bi:

lim
t!1

�izit
�jzjt

= 1 if �i = 1=bi for all i:

Hence if zit diverges and pit is expressed like (8), then the price sub-convergence may not mirrored

by sub-convergence of zit:

We will show shortly that the prices in the model can be expressed as a linear function

of several divergent macro variables also. In this case, we cannot use the simple logt concept to

analyze the source of the price divergence. Hence we will use the following alternative method.
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2.2 Long Run Growth Rates and Between Group Regressions

Conventional models of structural transformation imply certain commonalities in the long run

growth paths of both endogenous and exogenous variables. For example, the Baumol (1967) model

suggests that long run growth rates in prices and labor productivities across sectors will be corre-

lated. Regression methods therefore provide a tractable method for modelling these predictions.

Because the concepts of divergence and sub-convergence are long run concepts, we will use

the long run growth rate to analyze commonalities amongst variables. The long run growth rate

for the generic variable zit (= logZit) is de�ned as

�T ziT :=
1

T � 1

TX
t=2

(zit � zit�1) = (ziT � zi1) = (T � 1) :

Under conventional structural transformation models a given endogenous variable can be expressed

as a function of other variables in the model. Assume that the log prices pit are a linear function

of other macro variables xit,

pit = �
0
ixit + "it; (9)

where "it is an approximation error which may contains non-zero stochastic trends.2. Taking the

�rst di¤erence yields

�pit = �i + �
0
i�xit + uit: (10)

To analyze the short run dynamics, one may run the panel �xed e¤ects regression. By taking the

�rst di¤erence, the stochastic trend terms are eliminated so that the regression in (10) can be used

for the short run analysis under the assumption that "it in (9) is nonstationary.3

However to analyze the long run dynamics, we need to approximate the long run growth

rates by taking the time series means in (10).

�T piT = �i + �i�TxiT + uiT ; (11)

where �T�subscript stands for the long run di¤erenced series. For example,�T piT = (piT � pi1) = (T � 1) :
Next, we transform (11) as

�T piT = �+ ��TxiT + viT ;

2 In the model section, we will show that many structural transformation models, including our benchmark model,

NP and AG models, have the price equation in (9).
3 If the regression errors are stationary, then the cointegration analysis may be helpful to analyze the long run

relationship. However, the regression errors may not be stationary and also are dependent across cross sectional

units. More importantly no-cointegration does not imply divergence. For an example, "it = �t+ "oit where �t is I (1) :

Then the regression error becomes nonstationary but converges to �t in the long run.
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where

viT = (�i � �) + (�i � �)�TxiT + uiT : (12)

The regression in (12) is the between group (BG) regression �cross-sectional regression with the

long run growth rates. Also note that the slope coe¢ cients capture the relationships between the

relative long run in�ation rate and the relative long run growth rates of the regressors since the

unknown constant captures the averages of all variables across sectors.

Now we are ready to present the empirical evidences of the price divergence and sub-

convergence.

3 Price Divergence in Disaggregate Data

In this section we document divergence in disaggregate prices. Prices are the key signalling mecha-

nism through which production-based theories of structural transformation operate, making them

a natural starting point for characterizing the data. We then move on to documenting divergence

in other key variables.

We consider two distinct decompositions of the economy. There are various sectoral decom-

positions of the macroeconomy. As illustrated by Herrendorf, Rogerson and Valentinyi (2012), one

can come to very di¤erent conclusions regarding the driving forces behind structural transformation

depending on which decomposition of the economy is adopted. They argue that preference-based

explanations such as KRX do better when using the �nal expenditure decomposition, whereas

production-based explanations do better when using a value added decomposition. We will con-

sider both the �nal expenditure and the production decompositions of the economy.

We conclude the section with a list of stylized facts obtained from the exercise. These

stylized facts inform the structure of a model

3.1 Final Expenditure Decomposition

In this section we examine prices and output by individual consumption items.

3.1.1 Data

Our PCE price and real expenditure data set consists of a panel of 69 annual indices spanning

1933 through to 2013. Finer levels of disaggregation are possible, but these only begin in 1959,

and a long time series is required to overcome the �base year problem�discussed below.4 This also

4While the majority of PCE items contained in our 69 item dataset are the most detailed type of product available

in the NIPA tables, some higher-level components are included due to this data availability constraint. For example,
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permits us to avoid computational problems that arise when a new price index is introduced into

PCE, since all 69 indices span the entire 1933 to 2013 time period. The selected PCE components

used in our analysis are comprised of 29 goods (16 durables and 13 non-durables) and 40 services.5

Among 29 the goods items, three items are related to food consumption. See the appendix A for

the full description of the 69 PCE items. Data are obtained from NIPA Table 2.4.4 and 2.4.6 for

PCE price and real expenditure indexes at the BEA website (www.bea.gov).

In the data, both PCE price and real expenditure indexes are normalized to 100 in the base

year. By construction, the indexes will converge before the base year and diverge after the base

year. The problem can be overcome by re-normalizing the base year to be the �rst year in the

sample, as PS suggest. Let yit = ln (Yit=Yi1) : Then yi1 = 0 for all i but yiT = ln (YiT =Yi1) : As we

discussed before, the modi�ed series become backward moving averages after dividing it by t � 1.
Hence the last observations for PCE price and real expenditure become the entire averages of the

in�ation and the growth rates of real expenditure, respectively.

PCE data includes the consumption on imported goods and services while excludes the ex-

ported goods and services. Naturally PCE data does not provide any information of the production-

side at all such as the labor share, employment and labor productivity. We use Jorgenson data to

analyze the production side economy.

3.1.2 Divergence within Sectors

We discard the �rst m observations to avoid the impact of the initial condition.6 We also exclude

two items in PCE price and two items in real expenditure since some of their values are nega-

tive.7 As a robustness check, we further discard the initial r fraction of the sample and test for

overall convergence. Table 1 presents the log t test results with some selected r 2 (0:15; 0:2; 0:3)
which corresponds to the actual starting years of 1973, 1975 and 1980, respectively: Evidently, the

convergence is strongly rejected since estimated � is signi�cantly less than zero for any of the r

values we considered. This is strong evidence against the single component model for in�ation.

our data includes �garments�because further detail on this category, such as �women�s and girls�clothing,��men�s

and boy�s clothing,�and �children�s and infants�clothing,�are not available before 1959.
5Note that PCE component classi�cations change periodically with BEA benchmark revisions to the national

income and product accounts, and hence the number of PCE components at the highest level of disaggregation di¤er

across studies.
6Let ln yoit = �oit ln y

o
t + eit where y

o
it is the latent value free from the base year or normalization. We observe

lnYit = ln (Y o
it=Y

o
i1) = [�oit � �oi1 (lnY o

1 = lnY
o
t ) + (eit � ei1) = lnY o

t ] lnY
o
t = �it lnY

o
t : The common trend Y

o
t usually

has a trend component, so that we have lnY o
t = Op (t

�) for some � > 0: For large t; so the impact of the initial

condition on �it disappears as t!1; and more rapidly the stronger the trend (or larger �).
7 In prices, we excludeVideo, audio, photographic,information processing equipment and media, and Water supply

and sanitation ; in de�ated expenditures we exclude Food produced and consumed on farms, Fuel oil and other fuels.
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We also examine if there is a potential reduction in in cross-sectional variance among the items

in a speci�c major product category, non-service items and services. Table 1 evidently shows that

such a convergence within a major product category does not appear as �̂ is signi�cantly less than

zero for each category. Hence the log t convergence test results convincingly suggest that there is

no evidence for PCE price convergence and it is unlikely that use of conventional major product

category is helpful in understanding overall price divergence.8

Table 1 also reports the convergence test results with real expenditures. Similar to the

divergence of relative prices, real expenditures are diverging based on the typical categories.

Table 1: Convergence Test Results: PCE Prices and Real Expenditure

Statistics 1973 1975 1980

Price All items �̂ -0.621 -0.605 -0.583

t�̂ -42.76 -66.03 -39.55

Goods items �̂ -0.634 -0.625 -0.668

t�̂ -31.40 -36.52 -37.85

Services items �̂ -0.611 -0.593 -0.546

t�̂ -27.27 -29.79 -31.52

Real Exp. All items �̂ -0.535 -0.621 -0.859

t�̂ -7.959 -8.634 -13.90

Good items �̂ -0.484 -0.557 -0.763

t�̂ -7.151 -8.824 -18.66

Services items �̂ -0.411 -0.495 -0.736

t�̂ -6.280 -5.991 -13.79

3.1.3 Convergence and Clustering in Prices

Since the log t convergence test for PCE prices rejects the null of convergence in the presence of

only one divergent series, if we �nd in favor of the alternative there could exist subgroups that may

converge. The idea that there are common drivers to in�ation rates has been explored by Boivin,

Giannoni, and Mihov (2009), Bils and Klenow (2004), and Carvalho and Lee (2011). Whereas the

focus in these papers is on in�ation rates, in our framework we model price levels.

We consider identifying convergence clubs based on disaggregate PCE items price levels.

Items within each club follow the same common trend. PS propose a clustering procedure that

8Note that the use of a �ner product category did not change this conclusion.
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involves the stepwise application of log t regression tests based on the ordering of last observations.

If some series are converging each other, their last observations must not be far di¤erent from each

other. The clustering procedure di¤ers from previous studies on clustering methods, such as Durlauf

and Johnson (1995) and Hobijn and Franses (2000), in the sense that their algorithm focuses on

how idiosyncratic transitions behave over time in relation to the common factor component.

Using the clustering algorithm we �nd that there are four convergent clubs and one divergent

group as shown in Table 2. We set r = 0:3 so that the �rst observation used in the regression

becomes 1980. The convergent results are not dependent on the choice of r 2 (0:15; 0:2; 0:3) : For
all convergence clubs the point estimates of � are signi�cantly greater than zero. As we con�rmed in

Table 1, the nature of convergence clubs is not highly correlated with the major product categories.

That is, any of convergence clubs does not include price items that belongs to a particular product

category. For instance, although many service items are included in high-in�ation groups, clubs 1

and 2, a substantial number of PCE items in clubs 3 and 4, low-in�ation groups, are associated

with services category.
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Figure 1: Estimated Common Stochastic Trends for Each Convergent Club

We estimate the common stochastic trend for each convergent club by taking the sample

cross sectional mean of the prices for each club. See Figure 1: Panel A shows estimated common

stochastic trends for all prices, while panel B shows estimated common stochastic trends for services

prices only. The estimated common price for club 1 is consistently highest, meanwhile that of club

4 is consistently lowest. The common prices for club 1 and 2 have increased monotonically, but the

growth rate of club 1 is relatively higher than that of club 2. Meanwhile the common price for club

3 seems to have stablized after 1980. The common price for club 4 also seems to be stablized after
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1980 and then decreased after 2000. Since such patterns are observed both in Panel A and B, we

can conclude that the convergence clubs identi�ed by clustering analysis have no tight nexus with

the major product category.

It is worth mentioning potential reasons why there exist distinct common trends across

convergence clubs. First, the presence of di¤erent groups of services in terms of capital-skill com-

plementarity may play a sizeable role in explaining why there exist the di¤erent long-run price

dynamics. A number of studies, e.g., Krusell, Ohanian, Rios-Rull, and Violante (2000) and Jeong,

Kim, and Manovskii (2015), have stressed the importance of di¤erent groups of services, for exam-

ple high-skilled and low-skilled group, and documented relative supply and price of skilled labor

has been increasing steadily since postwar US economy. The convergence club classi�cation (pre-

sented in Table A1) supports the view that member services items in clubs 1 and 2, such as health,

�nancial, and recreational services, tend to require high-skilled workers while the items included

in clubs 3 and 4 may be associated with more capital-intensive service sectors and hence relatively

low-skilled workers. As a result, the rising skill premium over time that are apparent in the data

may be an important source of the di¤erent long-run price dynamics; services items in clubs 1 and

2 display strong tendency of rising prices whereas services in clubs 3 and 4 have initially rising and

subsequently stagnant prices.

Second, as Elsby, Hobijn, and Sahin (2013) pointed out, o¤shoring of labor-intensive com-

ponent can be a possible explanation of di¤erent services groups since it is realtively harder for

the services sectors listed in clubs 1 and 2 to outsourcing of technical and administrative services

supporting domestic and global operations from outside the US. Third, the log-run trend of the

prices in clubs 3 and 4 (group 5) initially rises and subsequently stagnant prices may be the fact

that the price of equipment has declined substantially. Interestingly, except two durable goods of

the PCE data, �net purchase of used motor vehicles�and �educational books,� all other durables

fall into the category that displays stagnant (clubs 3 and 4) or even falling prices (group 5). This

is consistent with a vast literature dealing with the declining price of equipment. For example,

using post-war US data, Greenwood, Hercowitz, and Krusell (1997) document that the relative

price of equipment has fallen sustainably while there has been substantial increase in the accu-

mulation of new equipment due to technological advances. It is not clear at this point which one

is a leading explanation about relative price divergence, but those potential reasons above have a

common conclusion that the labor substitutability may be a key ingredient of the explanation as

the elasticity of substitution is higher between capital equipment and unskilled labor than between

capital equipment and skilled labor.
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Table 2: Convergence Club Membership by Major Product Category

Statistics Club 1 [19] Club 2 [21] Club 3 [20] Club 4 [7] Group 5 [3]

�̂(t�̂) 0.74 (8.42) 0.97 (22.7) 0.63 (11.3) 0.29 (7.78) n.a.

Item Categories

Durable 16 2 0 8 5 3

Nondurable 13 2 4 6 1 0

Services 40 15 17 6 2 0

It is also important to note that the within a price convergence club, real expenditures are

diverging in general. It is not surprising since the evolution of the prices are a function of hetero-

geneous consumption elasticity and real expenditures. Hence the divergence and sub-convergence

of the price may not be explained by the real expenditure if the consumption elasticity is heteroge-

neous across goods. Figure 1, which consists of two �gures, shows the long run average growth rates

of in�ation and real expenditure for each item, which are equivalent to the last observations of the

long di¤erenced series. Panel A shows the long run relationship between the two by the price clubs,

meanwhile Panel B exhibits the relationship by the product categories. The club membership does

not have one for one relationship with the ordering of the last observations but overall there is a

positive relationship. In other words, the long run in�ation rates in club 1 are overall higher than

the rest of clubs. Overall the long run in�ation rates are negatively correlated with the long run

real expenditure once we discard three outliers: Two outliers on the north-east section (telephone,

water transportation) and one outlier on the south-east section (food produced and consumed on

farm). However except for club 3, the real expenditure are diverging for each price convergence

club. Nonetheless, the general negative relationship between the two implies that consumers have

increased their expenditures on cheaper goods. For example, the prices of video, audio and photo-

graphic items have been decreased signi�cantly. The long run in�ation rates between 1933 and 2013

is around -6%. Meanwhile their real expenditure growth rate is more than 13%. Typical demand-

side structural changes such as lower consumption on the foods or agricultural products, and higher

consumption on the service items are not shown in Panel A. For example, as it shown in Table 2,

the club 1 encompasses 19 PCE components and the vast majority are services; including 4 out of

5 �health care�sub-categories, 4 out of 6 ��nancial services and insurance�sub-categories, and all

3 sub-categories of �educational services�. However Panel A shows that overall real expenditure

growth rates in club 1 are relatively lower than those in other clubs.
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Figure 1: The relationship between long run in�ation and real expenditure growth rates

Panel A: Clustered by Prices
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Panel B displays the same relationship in the view of the product categories. Services

items are overall centered on the north-east side, meanwhile the manufacturing items (durable

and non-durable goods excluding the food items) are widely spread out. In fact, the majority of

manufacturing items show higher long run real expenditure growth rates than that of the average

services item. Also except for the item of food produced and consumed on farms, the long run

in�ation rates and real expenditure growth rates of the two food items are not relatively lower than

those of services items.

3.2 Value-Added Decomposition

In this subsection we document price divergence on in a production or value-added side decompo-

sition of the economy. We decompose production into di¤erent industries (rather than sectors).

3.2.1 Data

We use the input-output dataset compiled by Jorgensen (2007) which contains many variables that

are useful for characterizing other aspects of structural transformation. The dataset consists of 35

industries: 8 services, and 27 non-services. Starting and ending years are 1960 and 2005 (total

46 annual observations), respectively. Unfortunately there is only one agricultural industry in the

dataset, so we group agriculture and manufacturing into �non-services�.

The key variables from the dataset we use are nominal output, capital and labor compen-

sation (all measured in current dollars), together with the associated price de�ators (which are

normalized to 1 in 1996). The dataset also includes employment and capital. To obtain real output

and capital we de�ate the nominal values by their respective price de�ators. For labor share we use

nominal labor cost divided by value added, the sum of the nominal labor and capital compensations.

3.2.2 Price Divergence within Sectors

As above we apply the PS test of divergence. We discard at least the �rst 16 observations to avoid

the base year e¤ect.

Table 3 illustrates price divergence for all 35 industries and within both the non-service and

services sectors. In the non-service sector, there is weak convergence when the starting year is 1976.

However, this convergence result is rather weak, and disappears as the starting year increases

18



Table 3: Divergence in Prices within Sectors

Starting Year

Statistics 1976 1978 1980

All industries (33/35) �̂ -0.142 -0.248 -0.364

t�̂ -2.028 -3.242 -4.546

Non-service (25/27) �̂ -0.084 -0.221 -0.361

t�̂ -0.700 -1.697 -2.437

Service (8) �̂ -0.155 -0.177 -0.249

t�̂ -1.711 -2.403 -4.616

Table 4 exhibits divergence within sectors between other key variables, including de�ated

output (Y), de�ated capital (K), employment (L), and labor share (LS). In testing for divergence

we use the log level series (as opposed to the long-di¤erenced series). As such we do not need to

vary the starting year to account for the base year problem: All starting years are 1960 in Table

4.9

Table 4: Divergence of Other Variables based on Product Category

Statistics lnY lnK lnL ln(LS)

All (35) �̂ -0.869 -0.622 -1.058 -0.413

t�̂ -68.00 -43.88 -22.81 -2.949

Non-serv. (27) �̂ -0.998 -0.571 -1.116 -0.539

t�̂ -20.29 -100.8 -12.62 -6.189

Services (8) �̂ -0.789 -0.477 -1.015 -0.421

t�̂ -58.41 -29.07 -20.50 -2.657

Note: lnY = log real output, lnK = log capital input, lnL = log employment,

ln(LS) = log labor share

Within each sector all of the variables are diverging. The results exhibited in Tables 3 and

4 cast doubt on the use of sectors in value-added decompositions of economy when tackling the

causes of price divergence and structural transformation. Within sectors, output prices, output,

9Regardless, these results are robust when we long-di¤erence the time series and omit time series that are negative.
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employment, capital and labor shares are diverging. It therefore appears that the individual indus-

tries within each conventional sector are subject to very di¤erent trends in technological growth

and production technologies.

3.2.3 Convergence and Clustering in Output Prices

We next consider whether there are su¢ cient commonalities in long run trends in industrial output

prices to warrant categorization into convergence clubs. We consider 33 of the 35 industries: As

discussed above, two industries are not included because the long-di¤erenced series contain negative

values.

Table 5: Clustering Results

Club Member Items

Metal mining; Oil and gas extraction; Construction;

Club 1 [12] Tobacco; Printing, publishing and allied; Chemicals;

�̂(t�̂) : 0:24 (1:21) Petroleum and coal products; Electric utilities;

Gas utilities; Finance Insurance and Real Estate;

Services; Government enterprises

Agriculture; Coal mining; Non-metallic mining;

Club 2 [21] Food and kindred products; Textile mill products;

�̂ (t�̂) : 0.65 (7.69) Apparel; Lumber and wood; Furniture and �xtures;

Missing output Paper and allied; Rubber and misc plastics; Leather

Stone, clay, glass; Primary metal; Fabricated metal;

Motor vehicles; Transportation equipment & ordnance;

Instruments; Misc. manufacturing; Transportation;

Communications; Trade

Missing Prices [2] Machinery, non-electrical; Electrical machinery

Note: Service sectors are in italic.

We �nd evidence of two convergence clubs. Table 5 exhibits club membership. The �rst

club (�club 1�) includes 12 industries that have experienced high in�ation. Five of the industries are

services. The second club (�club 2�) consists of 21 industries, including agriculture, three services
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and 17 manufacturing industries. Overall, the long run in�ation rates �which are equivalent to

the last observations of the long di¤erenced series �in club 1 are higher than those in club 2. The

threshold point is around 3.8% per annum. A couple of the long run in�ation rates in the club 1

(the club 2) are lower (higher) than the threshold point, but overall the long run in�ation rates in

club 1 are higher than 3.8%.

The number of output price convergence clubs is smaller than the number of �nal expen-

diture (PCE) price clubs. This may ultimately re�ect the fact that the industry-level PPIs do not

contain imported goods and services, or the fact that the number of industries is much smaller than

the number of PCE items.

In Table 6 we consider whether there is convergence in the other key variables (employment,

capital, output, and labor share) when grouped according to the price convergence clubs. The data

suggest this is not the case: All variables are diverging within the price based convergence clubs.

Table 6: Divergence of Other Variables based on Price Clubs

Statistics Real Output Capital Stock Employment Labor Share

Club 1 (12) �̂ -1.002 -0.655 -1.105 -0.482

t�̂ -39.74 -86.93 -17.09 -4.097

Club 2 (21) �̂ -0.836 -0.574 -1.008 -0.566

t�̂ -58.50 -30.05 -45.70 -3.938

3.3 Price Divergence and Structural Transformation in Disaggregate Data:

Stylized Facts and Key Conclusions

We summarize our �ndings and their implications as follows.

1. Conventional sectoral decompositions of the economy are inappropriate when analyzing the

causes of price divergence and structural transformation in the economy. Within the con-

ventional sectors (services, manufacturing and agriculture in value-added decompositions, or

goods and services in �nal expenditure decompositions), prices are diverging. Other key vari-

ables (output, expenditure, employment, and capital) are also diverging within those sectors.

This implies that conventional sectors may obfuscate much of the underlying mechanisms at

work.

2. Long run growth in prices and quantities are negatively correlated in both the �nal expen-

diture and the value added decompositions. This favors production-based explanations of
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structural transformation, and not the preference-based explanations of KRX. In our subse-

quent discussions of the empirical �ndings we will focus on the production based explanations,

and assume a constant returms to scale preference over varity.

3. Long term trends in industry level data indicate several requisite features of a production-

based model of structural transformation:

(a) Heterogenous technology (TFP) at the industry level. As discussed earlier in relation

to (4), the relative transition of the log real output is a good approximation of techno-

logical growth at the industry level. Industry level de�ated output is diverging across

all industries, indicating heterogenous technological growth. However, the fact that out-

put diverges within convergence clubs indicates that heterogenous technology is not an

exhaustive explanation of structural transformation. If this were the case, we would

observe similar long term trends in prices and output. Other mechanisms must simul-

taneously be at work. We conclude that the technology-based models of Baumol (1967)

and NP are part of - but not the entire - story.

(b) Heterogeneities in input substitutability across di¤erent industries. Labor shares diverge

across all industries and within both the conventional sectors (�services� and �non-

services�) and each price convergence club. This is suggestive of large heterogeneities

in input substitutability across di¤erent industries. As technology increases, industries

in which capital and labor are compliments will use relatively more labor, leading to

increases in labor share. Industries in which capital and labor are substitutes will use

relatively more capital, leading to a fall in labor share. These dynamics hold even

if technological progress is the same across industries. But the fact that labor share

diverges within each convergence club indicates that labor substitutability is not an

exhaustive explanation of structural transformation. If this were the case, we would

observe similar long term trends in prices and labor share. We conclude that the input

substitutability models of ACVLP are part of, but not the entire story.

4 The Model

In this section we present a model of structural transformation to investigate the relationship

between prices, output, labor share and productivity we observe in the data. Sectoral heterogeneity

in both technology and labor substitutability play critical roles in explaining the empirical �ndings.

Heterogeneity in technological progress (TFP) generates the observed divergence in output, while

heterogeneity in labor substitutability generates the observed divergence in labor shares. We also
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argue that several mechanisms must be at play in order to explain the relative convergence in labor

productivity. Due to the observed negative correlation between long-term in�ation and expenditure

share growth, preferences are not a key feature of the model.

Our benchmark model nests alternative models of structural transformation, including those

of NP, AG and ACVLP. However, as we discuss in more detail below, each model in itself cannot

account for all of the observed empirical �ndings. The NP and AG models cannot account for the

observed divergence in labor share. The required model in fact contains elements each model.

We conclude the section by returning to the empirical dataset, showing how incorporating

all potential sources of heterogeneity helps us explain the long term trends in disaggregate prices.

4.1 The Benchmark Economy

The representative household has preferences over aggregate consumption with

U =

Z 1

0
e�(��n)t

c (t)1�# � 1
1� # dt; (13)

where � > 0 is the subjective time discount rate, # � 0 is inverse of the intertemporal elasticity of
substitution, n 2 [0; �) is the growth rate of population, and c (t) is consumption per capita at time
t.10 The representative household supplies one unit labor inelastically. The total labor supply in

the economy is L (t) = L (0) ent: The �nal good Y (t) is composed of goods produced in N sectors

with a constant returns to scale function

Y (t) = Y (Y1 (t) ; � � � ; YN (t)) ; (14)

where Yi (t) is the good produced in sector i, and the function Y (�) is increasing in each element.11

Total capital used for production K (t) depreciates with the rate of � � 0: The resource constraint
of the �nal good is given by

_K (t) + �K (t) + C (t) = Y (t) ; (15)

where C (t) = L (t) c (t) ; total consumption.

Each sector, i 2 f1; :::; Ng ; hires capital Ki (t) and labor Li (t) with the rental rate of
capital R (t) and the wage rate W (t) given its total factor productivity Ai (t). The elasticity of

substitution between two inputs is i > 0 which may be di¤erent across sectors. The production

function in sector i is given by,

Yi (t) = Ai (t)

�
�LiLi (t)

i�1
i + �KiKi (t)

i�1
i

� i
i�1

; (16)

10We assume that �� n is su¢ ciently high so that the transversality condition holds.
11We focus on the production side of the economy for the explanation of divergence/convergence of prices. So, we

use a general aggregate function.
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where �Li 2 (0; 1] and �Ki = 1 � �Li are the input share parameters. All markets are perfectly
competitive. Producers�pro�t maximization problem gives the capital and labor input demands as

Li (t) =

�
W (t)

�Lipi (t)

��i
Ai (t)

i�1 Yi (t) ; (17)

Ki (t) =

�
R (t)

�Kipi (t)

��i
Ai (t)

i�1 Yi (t) : (18)

Let Pi (t) be the price of good produced in sector i: With the zero pro�t condition of Pi (t)Yi (t) =

W (t)Li (t) + R (t)Ki (t) under the perfectly competitive market, the price of good in sector i is

given by

Pi (t) = Ai (t)
�1
h
�
i
LiW (t)1�i + �

i
KiR (t)

1�i
i 1
1�i : (19)

4.2 Evolution of Prices, Technologies and Labor Shares

For notational convenience, we denote the growth rate of a variable X (t) as bX (t) = _X (t) =X (t).

We will consider the economy where sectoral productivity grows over time at a constant rate,

�i := bAi (t) > 0:With positive productivity growths we assume that the wage rate grows over timecW (t) > 0; while the rental rate of capital is relatively stationary so that � (t) � cW (t)� bR (t) > 0.
From the labor and capital demand functions in sector i, (17) and (18), we have

R (t)Ki (t)

W (t)Li (t)
=

�
�Ki
�Li

�i �W (t)

R (t)

�i�1
: (20)

In growth rates, we have
\�

R (t)Ki (t)

W (t)Li (t)

�
= (i � 1) � (t) : (21)

Thus, the higher is i, the lower the growth rate of labor income share. Let Si be the labor share

in sector i;

Si (t) =
W (t)Li (t)

Pi (t)Yi (t)
=

�
1 +

R (t)Ki (t)

W (t)Li (t)

��1
: (22)

In growth rates, we have

bSi = � [1� Si (t)]
\�

R (t)Ki (t)

W (t)Li (t)

�
(23)

= � [1� Si (t)] (i � 1) � (t) :

We then have the following relationship between the labor share Si (t) and the elasticity of substi-

tution i:
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Proposition 1. Under positive productivity growth, �i > 0 for all i:

(i) if i < 1 (> 1); Si (t) converges to 1 (0); and

(ii) if i < j ; eventually Si (t) > Sj (t) regardless of the initial values of Si (0) and Sj (0) :

Proof: See the appendix.

The labor share converges to either 1 or 0 depending on the sign of i � 1: However, this
does not mean that the convergence of the relative labor share Si (t) =Sj (t) depends only on the

signs of i � 1 and j � 1:

Proposition 2. Under positive productivity growth, �i > 0 for all i, the relative labor share

Si (t) =Sj (t)

(i) monotonically decreases over time and converges to 1 if i = j < 1;

(ii) monotonically increases over time and converges to
�
1�Sj(0)
Sj(0)

�
=
�
1�Si(0)
Si(0)

�
if i = j > 1;

and

(iii) diverges if i 6= j and max
�
i; j

	
> 1:

Proof: See the appendix.

Note that when i < j < 1; the relative labor share Si (t) =Sj (t) converges to 1, since

exp
h
(i � 1)

R t
0 � (�) d�

i
converges to 0. However, convergence can be non-monotonic because the

growth rate of Si (t) =Sj (t) depends on both i and Si (0) in both sectors.

The evolution of prices is closely related to the evolution of labor shares and technologies.

Dividing the price of good in sector i; Pi (t) in (19), with W (t) and applying (20) and (22), we

have

Pi (t) = �
i

1�i
Li

Si (t)
1

i�1 Ai (t)
�1W (t) : (24)

In growth rates, we have

P̂i (t) =
1

i � 1
Ŝi (t)� �i + Ŵ (t) : (25)

Since Ŵ (t) is common across sectors, the relative in�ation rate P̂i (t) is closely related to the relative

labor share growth rate Ŝi (t). For example, consider two sectors with identical  > 1 and � > 0;

25



but di¤erent relative input share parameters, �Ki=�Li < �Kj=�Lj : In this case, Si (t) > Sj (t) for

all t from (20) and Ŝj (t) < Ŝi (t) < 0 from (23). This gives

P̂i (t)� P̂j (t) =
1

 � 1

h
Ŝi (t)� Ŝj (t)

i
> 0: (26)

Thus, the relative labor share growth rate is positively related to relative in�ation rate when i are

identical. Also note that when i = j ; labor share converges. This means that price also converges

when i = j and technological growths are identical. Now consider that i < 1 whereas j > 1: In

this case, the labor share Si (t) diverges and the elasticity adjusted labor share Si (t)
i�1 diverges.

This results in price divergence even if the technological growths are the same.

The benchmark model predicts that there are strong relationships between the elasticity of

substitution and the convergence club of labor share, and the convergence club of price. Empirically,

we do �nd a strong relationship between the long term growth rates of labor share and prices after

conditioning on techonological growth. The benchmark model nests two models, the NP and AG

models. In the following subsection, we brie�y discuss these models�predictions on the evolutions

of labor share and price.

4.3 Price Divergence in the NP and AG models

In this subsection, we brie�y discuss the NP and AG models� predictions on price divergence,

labor productivity divergence, and the evolution of labor shares. These models�predictions are

qualitatively equivalent to those in the benchmark model with restrictions on parameter values.

Ngai and Pissarides (2007) Model: Ngai and Pissarides (2007) model assumes the same

production function across sectors with di¤erent productivity growth. Speci�cally, the production

function is given by

Yi (t) = Ai (t)F [Ki (t) ; Li (t)] ; (27)

where function F is common across sectors and has a constant returns to scale and other standard

production function conditions, but Ai (t) growth rates are di¤erent across sectors. This model has

the same qualitative results in the benchmark model with the restrictions of the same elasticity

i =  and the same labor share parameter �Li = �L: We can rewrite the production function as

Yi (t) = Ai (t)Li (t) f
� eKi (t)� ; (28)

where f
� eKi (t)� = F

�
1; eKi (t)� with eKi (t) = Ki (t) =Li (t) ; the capital per worker in sector i.

The cost minimization problem gives

W (t)

R (t)
=
f
� eKi (t)�

f 0
� eKi (t)� � eKi (t) : (29)
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Since W (t) =R (t) and the function f (�) are the same across sectors, eKi (t) should be the same
across sectors, eKi (t) = eK (t). Rearranging (29), we have

Si (t) = 1�
eK (t) f 0 � eK (t)�
f
� eK (t)� = S (t) : (30)

So, the labor share Si (t) and its growth rates, bSi (t) are the same across sectors regardless of Ai (t)
and its growth rate �i: From the �rst order conditions of the pro�t maximization problem, we have

Pi (t) =
n
Ai (t)

h
f
� eK (t)�� eK (t) f 0 � eK (t)�io�1W (t) =

1

Ai (t)

0@ W (t)

f
� eK (t)�S (t)

1A : (31)

With the same eK (t) and f (�) ; we have
P̂i (t)� P̂j (t) = �i � �j : (32)

So, the relative in�ation rate only depends on the relative productivity growth. The heterogeneous

productivity growth cannot explain heterogeneous evolution of labor share, and the relationship

between relative in�ation rate and the evolution of labor share.

Acemoglu and Guerrieri (2008) Model: In their model, each sector has a Cobb-Douglas

production function with heterogeneous labor share. Speci�cally, the production function is given

by

Yi (t) = Ai (t)Ki (t)
�Ki Li (t)

�Li (33)

with �Ki + �Li = 1: This model is equivalent to the benchmark model with the restriction of

i =  = 1: Without loss of generality, let sector 1 be more labor intensive, �L1 > �L2: From the

property of a Cobb-Douglas production function, the labor share is given by

Si (t) = �Li: (34)

Thus, the labor shares in two sectors are time invariant, bSi (t) = 0. The price of good in sector i is
given by

Pi (t) = Ai (t)
�1
�
R (t)

�Ki

��Ki �W (t)

�Li

��Li
: (35)

Acemoglu and Guerrieri (2008) show that if the elasticity of substitution between two sector goods

is less than 1, " < 1; and the labor share adjusted productivity in sector 2 is higher than that in
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the other sector, �2
�L2

> �1
�L1
; there exists a constant growth path with bR (t) = 0:12 Along the path,

the price growth rate is given by

bPi (t) = ��i + �LicW (t) ;

where cW (t) = �1=�L1:
13 Thus, the price divergence occurs in their model,

bP1 (t)� bP2 (t) = �L2� �2
�L2

� �1
�L1

�
> 0: (36)

Although their models can explain the price divergence with diverging productivity, they

cannot explain the evolution of labor share and its relation with the price divergence. To explain

the data, the results from these models suggest that a model requires heterogeneous systematic

time varying labor share �Li possibly with heterogeneous f (�) as in our benchmark model.

4.4 Return to Empirical Evidence on Labor Share

The evolution of the log price in three models, the benchmark, NP and AG models, can be written,

under on (25), in a general form of

�T piT =
1

i � 1
�T siT ��T lnAiT + �i�TwiT ; (37)

where �TxiT = log (XiT =Xi1) = (T � 1) : This reduced form nests both NP and AG models. In the

benchmark model, �i = 1: In a version of NP model with the CES production function, i =  and

�i = 1: In the AG model, �siT = 0; �i = �Li:
14

Technology growth �T lnAiT is of course unobservable. We can however use long term

output growth as a proxy technology growth. Our reasoning is as follows. We have

lnYit = lnAit + lnFit =

�
1 +

lnFit
lnAit

�
lnAit:

12 In the AG model, the CES aggregate function is given by

Y (t) =
h
�1y1 (t)

"�1
" + �2y2 (t)

"�1
"

i "
"�1

:

See Acemoglu and Guerrieri (2008) for detailed discussion on the constant growth path in the model.
13Note that in the constant growth path the wage growth rate depends only on the relatively low productivity

growth, �1
�L2

< �2
�L2

:
14Strictly speaking, in the benchmark model, limi!1�siT = (i � 1) = � (1� �Li)�wiT : Thus, the log price

equation in the benchmark, (25), becomes that in the AG model as

�piT = ��lnAiT + �Li�wiT :
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In the limit, we have

lim
t!1

�
1 +

lnFit
lnAit

�
= gi;

because lnFit= lnAit converges to a constant, gi � 1, that can be di¤erent across sectors. Taking
the long run growth rate of lnYit with gi; we have

�T lnYiT = gi�T lnAiT + op (1)

Incorporating this into (37) we have

�T piT = �1i�T yiT +�TwiT + �3i�T siT + uiT ; (38)

where �1i = g
�1
i and �3i = (1� i)�1, and uiT incorporates the op (1) approximation error. Note

that the parameters on labor share and output growth are unidenti�ed since these vary with each

cross section. We run the following empirical counterpart to (38).

�T piT = �+ �1�T lnYiT + �2�T lnWiT + �3�T lnSiT + viT ; (39)

where

viT = (�i � �) + (�1i � �1)�T lnYiT + (�2i � �2)�T lnWiT + (�3i � �3)�T lnSiT + uiT :

where we impose homogeneity on �3 =E(i � 1)�1. However the regression in (39) becomes prob-
lematic since the sign of (i � 1)�1 is dependent of the value of i: Suppose that some of i are less
than unity but the others are greater than unity. And then there is possibility that �3 becomes

zero. To prevent this, we consider the following price convergence club dummy variable regression.

�T piT = a+ ��T yiT + ��TwiT + �1�T siT + �2 (�T siT �Di) + �iT ; (40)

where Di = 1 if the ith sector is in the second price convergence club, otherwise Di = 0. Note that

the long run in�ation rates in the second price convergence club are relative low. This implies that

the long run growth rates of the log labor share in the second club are larger than unity. Hence

the expected signs become �1 < 0 but �2 > 0:

Table 7 shows the results with various regression speci�cations. When we impose restriction

on � = �1 = �2 = 0; the �R2 statistic is around 0.37. The sign of � becomes negative, and �̂ is

signi�cantly di¤erent from zero. Next, when we impose the restriction (Reg 2) on � = � = 0 but

�1 = �2 = �0; we �nd that �̂0 becomes around -0.4 but is not signi�cantly di¤erent from zero.

Also �R2 is near to zero. When we relax the restriction of � = 0 but maintain other restrictions

(Reg 3), the estimation results do not change much. The point estimate of �̂0 is not statistically
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di¤erent from zero. However when we run (40), which is the correct speci�cation of the long run

in�ation rate, we �nd that both �̂1 and �̂2 are signi�cantly di¤erent from zero (Reg 4), and as our

model predicts, the signs of �̂1 and �̂2 are negative and positive, respectively. Lastly we relax the

restriction of � = 0 (Reg 5): The inclusion of the long run wage growth rates does not change the

regression results.

Table 7: Between Group Regressions for Long Run In�ation Rates

Independent Reg 1 Reg 2 Reg 3 Reg 4 Reg 5

constant 0.045 0.033 0.044 0.045 0.021

(15.61) (11.50) (12.67) (14.01) (1.219)

real output -0.419 -0.408 -0.404 -0.399

(-4.259) (-4.124) (-4.458) (-4.532)

labor share -0.440 -0.234 -0.711 -0.699

(-1.146) (-0.738) (-2.054) (-2.080)

LS dummy 1.125 0.899

(for Price Club 2) (2.543) (1.966)

wage 0.456

(1.439)

�R2 0.368 0.066 0.378 0.478 0.509

Figure 4 displays the �tted values from Reg 4 in Table 7 against the long run in�ation

rates. Panel A and B show the same �gure but with di¤erent decompositions. In Panel A, we

group industries according to sectors. Obviously, grouping by sectors does not explain the general

pattern of the �tted values and the long run in�ation rates. As we showed earlier in Table 1, 3 and

4, structural transformation cannot be explained well by sectoral decompositions. In Panel B, we

group industries based on the price convergence club. Evidently, the approach based on the price

convergence clubs explain the long run relationship with disaggregate and aggregate data.
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Figure 4: Fitted Values of Long Run In�ation Rates
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5 Conclusion

Prices in di¤erent parts of the economy diverge as economies grow wealthier. Typically this stylized

fact is documented based on broad aggregate sectors, such as agriculture, manufacturing and ser-

vices, and as part of a broader study of structural transformation in the economy. In this paper we

consider what we can learn about price divergence by looking at disaggregate data. We argue that

disaggregate data are more appropriate for analyzing price divergence and broader questions related

to structural transformation because there is substantial heterogeneity in the long-term in�ation

rates of items within the conventional goods and services sectors of the economy. Broad sectors

are therefore likely to obfuscate key trends in the composition of resource allocation over long time

horizons. For example, long term growth in prices and quantities are negatively correlated in both

expenditure and production decompositions of the economy, lending support to production-based

(as opposed to preference-based) theories of structural transformation. We also show that there

is substantial heterogeneity in long term changes in labor share at the industry level. We build a

basic model of structural transformation to account for these �ndings. The key ingredients of our

static model are heterogeneity in labor substitutability across industries coupled with di¤erences

in industry-speci�c technological growth.

32



References

[1] Acemoglu, D., and V. Guerrieri. 2008. �Capital Deepening and Nonbalanced Economic

Growth.�Journal of Political Economy, 116(3): 467-498.

[2] Alvarez-Cuadrado, Francisco & Ngo Van Long & Markus Poschke, 2014. "Capital-Labor Sub-

stitution, Structural Change and the Labor Income Share," CESifo Working Paper Series 4600,

CESifo Group Munich.

[3] Baumol, W. J. 1967. �Macroeconomics of Unbalanced Growth: the Anatomy of Urban Crisis.�

American Economic Review, 57(3): 415-426.

[4] Baumol, W. J., S. A. B. Blackman, and E. N. Wol¤. 1985. �Unbalanced Growth Revisited:

Asymptotic Stagnancy and New Evidence.�American Economic Review, 75(4): 806-817.

[5] Bils, M., and P. J. Klenow. 2004. �Some Evidence on the Importance of Sticky Prices.�Journal

of Political Economy, 112(5): 947-985.

[6] Boivin, J., M. P. Giannoni, and I. Mihov. 2009. �Sticky Prices and Monetary Policy: Evidence

from Disaggregated US Data.�American Economic Review, 99(1): 350-384.

[7] Carvalho, C., and J. W. Lee. 2011. �Sectoral Price Facts in a Sticky-Price Model.�Sta¤Reports

no. 495, Federal Reserve Bank of New York.

[8] Krusell, P., L. E. Ohanian, J.-V. Rios-Rull, and G. L. Violante. 2000. "Capital-skill Comple-

mentarity and Inequality: A Macroeconomic Analysis." Econometrica, 68(5): 1029-1053.

[9] Duarte, M., and D. Restuccia. 2015. "Relative Prices and Sectoral Productivity." Working

paper. University of Toronto.

[10] Durlauf, S., and P. Johnson. 1995. �Multiple Regimes and Cross-Country Growth Behavior.�

Journal of Applied Econometrics, 10: 365-384.

[11] Michael E., B. Hobijn, and A. Sahin. 2013. "The Decline of the U.S. Labor Share." Brookings

Papers on Economic Activity, 47(2): 1-63.

[12] Fixler, D. J., and D. Siegel. 1999. �Outsourcing and Productivity Growth in Services.�Struc-

tural change and economic dynamics, 10(2): 177-194.

[13] Greenwood, J., Z. Hercowitz, and P. Krusell. 1997. "Long-Run Implications of Investment-

Speci�c Technological Change." American Economic Review, 87(3): 342-362.

33



[14] Herrendorf, B., C. Herrington, and A. Valentinyi. 2014. �Sectoral Technology and Structural

Transformation," forthcoming in American Economic Journal: Macroeconomics

[15] Herrendorf, B., R. Rogerson, and A. Valentinyi. 2014. �Growth and Structural Transforma-

tion.�Handbook for Economic Growth

[16] Herrendorf, B., R. Rogerson, and A. Valentinyi. 2013. �Two Perspectives on Preferences and

Structural Transformation.�American Economic Review. 103(7), 2752-2789.

[17] Herrendorf, B., and A. Valentinyi. 2012. �Which Sectors Make Poor Countries So Unproduc-

tive?�Journal of the European Economic Association. 10(2), 323-341.

[18] Hobijn, B., and P. Franses. 2000. �Asymptotically Perfect and Relative Convergence of Pro-

ductivity.�Journal of Applied Econometrics, 15: 59-81.

[19] Jeong H., Y. Kim, and I. Manovskii 2015. "The Price of Experience." American Economic

Review, 105(2): 784-815.

[20] Jorgenson, Dale W., 2007, �35 Sector KLEM,� http://hdl.handle.net/1902.1/10684

UNF:3:TqM00zRqsatX2q/teT253Q== V1 [Version].

[21] Jorgenson, D. W., and M. P. Timmer. 2011. �Structural Change in Advanced Nations: A New

Set of Stylised Facts.�SCandinavian Journal of Economics, 113(1): 1-29.

[22] Kaldor, N. 1954. "The Relation of Economic Growth and Cyclical Fluctuations." The Economic

Journal. 64(253): 53-71.

[23] Karabarbounis, L, and B. Neiman. 2014. "The Global Decline of the Labor Share," The Quar-

terly Journal of Economics, 129(1): 61-103.

[24] Kongsamut, P., S. Rebelo, and D. Xie. 2001. "Beyond Balanced Growth." IMFWorking Papers

01/85, International Monetary Fund.

[25] Kravis, I. B., A. W. Heston, and R. Summers. 1983. �The Share of Services in Economic

Growth.� In Global Econometrics: Essays in Honor of Lawrence R. Klein, ed. F. G. Adams,

and B. G. Hickman, Cambridge, MA and London, UK: MIT Press.

[26] Kuznets, Simon. 1966. Modern Economic Growth. New Haven, CT: Yale University Press.

[27] Ngai, L. R., and C. A. Pissarides. 2007. �Structural Change in a Multisector Model of Growth.�

American Economic Review, 97(1): 429-443.

34



[28] Phillips, P. C. B., and D. Sul. 2007. �Transition Modelling and Econometric Convergence

Tests.�Econometrica, 75: 1771-1855.

[29] Triplett, J. E., and B. P. Bosworth. 2006. �Baumol�s Disease Has Been Cured: IT and Multi-

factor Productivity in US Services Industries.�The New Economy and Beyond: Past, Present,

and Future, ed. D. J. Jansen, Northampton, MA and Cheltenham, UK: Edward Elgar Pub-

lishing Limited.

[30] Wöl�, A. 2003. �Productivity Growth in Service Industries: An Assessment of Recent Patterns

and the Role of Measurement.�STI Working Paper 2003/7, OECD.

[31] Wöl�, A. 2005. �The Service Economy in OECD Countries.� STI Working Paper 2005/3,

OECD.

35



Appendix

Proof of Proposition 1 From (23), we have

Si (t) =

�
1 +

�
1� Si (0)
Si (0)

�
e(i�1)

R t
0 �(�)d�

��1
; (41)

with Si (t) = [0; 1] : Here
R t
0 � (�) d� = ln [W (t) =R (t)] � ln [W (0) =R (0)] : Clearly, if i > 1, then

limt!1 Si (t) = 0; and if i < 1, then limt!1 Si (t) = 1.

From (41) we have�
1

S1 (t)
� 1
� �

1

S2 (t)
� 1
��1

=

�
1

S1 (0)
� 1
� �

1

S2 (0)
� 1
��1

e�(2�1)
R t
0 �(�)d� : (42)

If 1 < 2; eventually, [1=S1 (t)� 1] < [1=S2 (t)� 1] regardless of the value of S1 (0) =S2 (0) : This
means that eventually the economy has S1 (t) > S2 (t) :

Proof of Proposition 2 First, consider the case with identical  = 1 = 2: From (41), we have

S1 (t)

S2 (t)
=
1 +

�
1�S2(0)
S2(0)

�
e(�1)

R t
0 �(�)d�

1 +
�
1�S1(0)
S1(0)

�
e(�1)

R t
0 �(�)d�

: (43)

Clearly, S1 (t) > S2 (t) i¤ S1 (0) > S2 (0) : From (23) we have

bS1 (t)� bS2 (t) = [S1 (t)� S2 (t)] ( � 1) � (t) : (44)

So, when  > 1 (< 1), the relative labor share S1 (t) =S2 (t) is monotonically increasing (decreasing)

over time. If  < 1; limt!1 e(�1)
R t
0 �(�)d� = 0: This gives limt!1 [S1 (t) =S2 (t)] = 1: If  > 1; we

can rewrite (43) as

S1 (t)

S2 (t)
=
e�(�1)

R t
0 �(�)d� +

�
1�S2(0)
S2(0)

�
e�(�1)

R t
0 �(�)d� +

�
1�S1(0)
S1(0)

� : (45)

Since limt!1 e�(�1)
R t
0 �(�)d� = 0 if  < 1; limt!1 [S1 (t) =S2 (t)] =

�
1�S2(0)
S2(0)

�
=
�
1�S1(0)
S1(0)

�
:

If 1 < 2 and 2 > 1; we have

S1 (t)

S2 (t)
=

e�(2�1)
R t
0 �(�)d� +

�
1�S2(0)
S2(0)

�
e�(2�1)

R t
0 �(�)d� +

�
1�S1(0)
S1(0)

�
e�(2�1)

R t
0 �(�)d�

: (46)

Clearly, the numerator converges to [1� S2 (0)] =S2 (0) whereas the denominator converges to 0.
Thus, limt!1 [S1 (t) =S2 (t)] =1:
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Table A1: Convergence Club Classi�cation

Club �̂ (t�̂) �̂ (t�̂) Member Items

Net purchases of used motor vehicles; Educational books; Fuel

oil and other fuels; Tobacco; Water supply and sanitation;

Physician services; Dental services; Hospitals; Nursing homes;

Club 1 [19] 0.74 -0.01 Accommodations; Life insurance; Net household insurance;

(8.72) (-2.52) Net health insurance; Net motor vehicle and other transportation

insurance; Higher education; Nursery, elementary, and secondary

schools; Commercial and vocational schools; Professional and

other services; Household maintenance

Food and nonalcoholic beverages purchased for o¤-premises

consumption; Motor vehicle fuels, lubricants, and �uids;

Pharmaceutical and other medical products; Magazines,

newspapers, and stationery; Rental of tenant-occupied nonfarm

housing; Imputed rental of owner-occupied nonfarm housing;

Rental value of farm dwellings; Group housing; Natural gas;

Club 2 [21] 0.97 -0.01 Paramedical services; Motor vehicle maintenance and repair;

(22.71) (-3.23) Ground transportation; Membership clubs, sports centers, parks,

theaters, and museums; Gambling; Other recreational services;

Purchased meals and beverages; Food furnished to employees;

Financial services furnished without payment; Postal and

delivery services; Personal care and clothing services;

Social services and religious activities

New motor vehicles; Furniture and furnishings; Glassware,

tableware, and household utensils; Sports and recreational

vehicles; Recreational books; Therapeutic appliances and

equipment; Luggage and similar personal items; Telephone and

facsimile equipment; Alcoholic beverages purchased for

Club 3 [20] 0.63 -0.02 o¤-premises consumption; Food produced and consumed on farms;

(11.30) (-4.21) Other clothing materials and footwear; Recreational items;

Household supplies; Personal care products; Electricity;

Other motor vehicle services; Air transportation; Audio-video,

photographic, and information processing equipment services;

Financial service charges, fees, and commissions;Foreign travel by US residents

Motor vehicle parts and accessories; Tools and equipment for

Club 4 [8] 0.29 -0.01 house and garden; Sporting equipment, supplies, guns, and

(7.78) (-1.74) ammunition; Musical instruments; Jewelry and watches;

Garments; Water transportation; Telecommunication services

Group 5 [1] Household appliances;37


